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Abstract. In the past fifteen years, a new class of galaxy has been discovered that is made
of faint, old, scarcely evolved stellar systems –the so-called ultrafaint dwarf galaxies (UFDs).
High-resolution, three dimensional hydrodynamical simulations are a powerful tool to inves-
tigate the nature, origin, and evolution of UFDs, but they are extremely expensive in terms of
computational time. We took advantage of high performance computing (HPC) resources pro-
vided by CINECA through the MoU INAF-CINECA and started a project devoted to the study
of UFDs. Preliminary results of our ongoing project are discussed in this contribution.

1. Introduction

In the ΛCDM concordance cosmology, large
halos form from the merging and accretion of
smaller building blocks (White & Rees 1978);
however, a large number of sub-halos is pre-
dicted to survive the digestion processes and
inhabit the main galaxy halo. In the past fif-
teen years, the number of known Milky Way
(MW) companions has increased apace, thanks
to the commitment of hundreds of scientists
around the world to deep large-area sky imag-
ing surveys. A new class of galaxy has been
discovered, one made of extremely faint, dark-
matter dominated, scarcely evolved stellar sys-
tems, that have been given the name of ul-
trafaint dwarf galaxies (UFDs; Willman et al.
2005). All of this has dramatically impacted
our understanding of the way the halo of our
Galaxy came into being. The continuing dis-
covery of more and more UFDs, even at the de-

tectability limits of the surveys (see Torrealba
et al. 2016, their figure 9), pulls the trigger on
studies aimed at establishing how star forma-
tion and chemical enrichment proceed in small
dark matter halos.

Semi-analytical and pure chemical evolu-
tion models rely on simple, yet physically mo-
tivated, parameterizations and heuristic pre-
scriptions to trace the evolution of several
chemical elements in the interstellar medium
(ISM) of systems with structural properties
similar to those of observed UFDs. They
generally agree that these galaxies formed
stars very inefficiently, converting into stars
less than 1-3 per cent of their baryons, but
there is no consensus about the mechanism(s)
that truncate(s) the star formation, with either
reionization, galactic winds or tidal stripping
being suggested (Salvadori & Ferrara 2009;
Vincenzo et al. 2014; Romano et al. 2015).
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Chemical evolution models have been very
successful in explaining many observed prop-
erties of galaxies but, when moving to stel-
lar systems with lower and lower dynamical
masses, the parameterizations adopted to treat
the thermal feedback from stars, the condi-
tions imposed on the onset of galactic-scale
outflows, the assumed mass loading factors for
the neutral ISM, all introduce degeneracies in
the proposed solutions. Furthermore, there are
severe limitations in the treatment of spatial in-
homogeneities. That is why chemical evolution
models can not put firm constraints to the phys-
ical processes regulating the evolution of the
lowest mass systems (see, e.g., the discussion
in Romano et al. 2015). The natural outcome is
to turn to hydrodynamical simulations.

2. Numerical setup

We used a customized version of the Adaptive
Mesh Refinement (AMR) code RAMSES
(Teyssier 2002) to investigate the fate of the gas
following multiple supernova (SN) explosions
in a prototype UFD. The initial configuration is
designed to mimic a well-studied system, the
Boötes I UFD (see Romano et al. 2015, and
references therein), and foresees a non-rotating
distribution of gas and stars embedded in an
isolated dark matter halo.

The initial baryonic and dark masses are
Mgas = 6×106M� and MDM = 3.5×107M� and
follow, respectively, a Plummer (1911) den-
sity profile, with a characteristic radius of 200
pc, and a Burkert’s (1995) profile, with cut-
off radius of 1.2 kpc. The dark matter compo-
nent is modeled as a static external potential
and added to the solution of the Poisson equa-
tion; the self-gravity of the gas is neglected for
simplicity. The initial pressure profile is set by
solving the hydrostatic equilibrium equation.

A population of coeval stars, Mstars =
105M�, is set in place at the beginning of the
simulation. Assuming a Kroupa (2001) stellar
initial mass function, 650 of these stars are as-
signed initial masses in excess of 8 M� . The
massive stars are grouped in ten OB associ-
ations 8 pc wide scattered across the compu-
tational volume, following the procedure out-
lined in Calura et al. (2015). Each associa-

tion is allowed to inject mass and energy in its
surroundings at a constant rate for an uninter-
rupted period of 30 Myr (roughly correspond-
ing to the lifetime of a 8 M� star) through both
stellar winds and SN explosions (cf. Mac Low
& McCray 1988). The mass and energy injec-
tion rates during the pre-SN phase (lasting 3
Myr) and SN phase (from 3 to 30 Myr) for each
OB association are computed after Leitherer et
al. (2014). Mass and energy are spread on the
volume occupied by the OB association.

The computational box is L = 2 kpc on a
side, with a maximum refinement level corre-
sponding to a minimum cell size of ∆xmin =
0.95 pc. The refinement strategy is geometry
and discontinuity-based. In particular, at each
time step a number of cells at the highest re-
finement level is set up to cover the regions
occupied by the OB associations. This assures
that every OB association is adequately spa-
tially resolved: stellar ejecta and SN energy are
added to the gas within a sphere that is four
grid cells in radius, which prevents the occur-
rence of square-shaped shock fronts. We use
free outflow boundary conditions and create
a passive scalar to trace the evolution of the
metallicity of the gas in each cell, starting from
a primordial (zero) metallicity value. To min-
imize numerical problems, we set a tempera-
ture floor of Tmin = 3900 K. In the following,
we present preliminary results for our fiducial
high-resolution adiabatic and cooling models.

3. Preliminary results

At the beginning of the simulation, because of
the relatively low densities (nH ∼ 7 cm−3 at
the centre and ∼ 1 cm−3 at the Plummer ra-
dius) the radiative cooling is fairly ineffective.
Large cavities filled with tenuous hot gas are
carved out around the OB associations already
during the pre-SN phase (0–3 Myr), both in the
adiabatic run and in the simulation with ra-
diative cooling (Fig. 1, upper panels), without
any need for switching off cooling artificially.
During the SN phase (3–30 Myr; Fig. 1, mid-
dle and lower panels; shown here is only the
behavior up to 13 Myr), in the presence of ra-
diative cooling multiple SN explosions dig su-
perbubbles smaller than those moulded in the
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Fig. 1. Gas density and temperature maps in the z = 0 plane for our fiducial adiabatic (left-hand panels)
and radiative (right-hand panels) simulations at different times.

adiabatic case, filled with hotter and more rar-
efied gas. These bubbles also take more time to
lose their individuality, disrupt, and merge. We
note that, in spite of the growth of Rayleigh-
Taylor instabilities at the borders, the bubbles
preserve ovoid shapes delimited by thin, dense,
cold shells, until they do not interact with each
other. Fig. 3 depicts the gas velocity field at the
end of the adiabatic simulation. Pockets of ten-
uous, heated gas around individual OB associ-
ations expand at supersonic velocity. SN debris
are channeled in hot structures, that resemble
chimneys and fountains, and can either be en-
trained in an outflow or rain back to the galaxy
centre with velocities up to several hundreds of
km s−1 . The cooler ambient medium is largely

unaffected by the SN activity and likely to re-
main bound; however, a part of it (mostly in
the outermost regions) is swept up and steadily
moves outwards with velocities that exceed
the local escape velocity (see inset in Fig. 3,
where the black areas highlight regions where
the velocity is lower than the escape velocity
from the system). In the adiabatic run most of
the mass and energy injected by massive stars
in the ISM escape the system. The evolution
of the gas density profile is shown in Fig. 4.
For the simulation with cooling, the profile at
t = 18 Myr (green solid curve) differs only
slightly form the initial one (black solid curve),
which means that, to a large extent, the ambi-
ent medium is basically unaffected by the mass
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Fig. 2. Gas radial velocity field at the end of the adiabatic simulation in the z = 0 plane.

Fig. 3. Gas density profile for the adiabatic (red curve) and radiative (green curve) simulations at different
times. The initial profile is shown as the solid black line.

return from SNe. On the other hand, the final
profile (at t = 30 Myr) for the adiabatic sim-
ulation (red solid curve) deviates appreciably

from the initial one: it is shallower, with densi-
ties two order of magnitudes lower at the centre
and slightly higher at radii beyond 400 pc.
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Note.The results of the full set of simulations
are discussed in Romano et al. (2019), to which
we address the interested reader.
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